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Classical chemical dynamics simulations of post-transition state dynamics are
reviewed. Most of the simulations involve direct dynamics for which the potential
energy and gradient are obtained directly from an electronic structure theory. The
chemical reaction attributes and chemical systems presented are product energy
partitioning for Cl� � � �CH3Br!ClCH3þBr� and C2H5F!C2H4þHF
dissociation, non-RRKM dynamics for cyclopropane stereomutation and the
Cl� � � �CH3Cl complexes mediating the Cl�þCH3Cl SN2 nucleophilic substitu-
tion reaction, and non-IRC dynamics for the OH�þCH3F and F�þCH3OOH
chemical reactions. These studies illustrate the important role of chemical
dynamics simulations in understanding atomic-level reaction dynamics and
interpreting experiments. They also show that widely used paradigms and model
theories for interpreting reaction kinetics and dynamics are often inaccurate and
are not applicable.
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1. Introduction

Many chemical reactions have a potential energy surface (PES) with a rate-controlling
transition state (TS), whose properties, when inserted into transition state theory (TST),

give an accurate reaction rate constant [1]. Exceptions are reactions with extensive

recrossing of this TS [2]. Attributes of the chemical reaction, such as branching between
different product channels and reaction pathways [3–5] and partitioning of the available

energy to reaction products [6–8], are determined by features of the PES after crossing the

rate-controlling TS, and not TST. To contemplate the possible complexity of these post-
transition state dynamics [9], consider standing at a high energy rate-controlling transition

state and gazing towards the reaction products and observing a ‘rough’ multi-dimensional
landscape, with multiple potential energy minima, reaction pathways, low energy barriers,

etc. connecting the transition state to multiple product channels. Given the range of

possible dynamics resulting from the variety of these PES features, there is considerable
interest in determining the actual post-transition state dynamics for chemical reactions.

An extensively used model in chemical kinetics is the statistical theory [10], which

assumes understanding the actual atomic-level motion on the PES is unnecessary to
interpret a reaction’s post-transition state dynamics. For this model, potential energy

minima, barriers, and different product channels are connected via reaction paths,

determined by following intrinsic reaction coordinates (IRCs) [11]. In the gas phase,
where energy of the reactive system is conserved, the statistical model uses Rice–

Ramsperger–Kassel–Marcus (RRKM) theory [10] to determine the time the system spends

in each potential energy minima and the probabilities for transitions between minima and
forming products.

For a chemical reaction in solution, or for a macromolecular reaction, the statistical

model assumes that a Boltzmann distribution of energy states exists during all stages of the
chemical reaction. It is this assumption which allows one to calculate the potential energy

of mean force, i.e. free energy along the reaction path [12,13]. TST is then used to calculate

the intermediates’ unimolecular lifetimes and probabilities of forming products. The
RRKM and TST statistical models assume the only post-transition state PES information

needed, to calculate product branching ratios and intermediate lifetimes, are properties of

IRCs and the potential energy minima and TS stationary points; which connect the
minima and reaction products. For the intermediates, trapped in these minima, rapid
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intramolecular vibrational energy redistribution (IVR) is assumed [10,14,15], giving rise to

statistical intermediates with energy randomized between their vibrational modes.
The statistical model for gas-phase product energy partitioning is phase space theory

[16] (PST) or a modified PST, which assumes adiabatic energy levels [17] or couplings
between these levels [18] as the reaction products separate. If there is repulsive potential

energy release as the reactive system moves directly from the rate-controlling TS to

product, statistical theory does not correctly model product energy partitioning [6]. It is

often assumed that the statistical model for product energy partitioning becomes

applicable if there is a deep potential energy well in the exit channel, as the system

moves from the TS to products, and the interaction potential between the products is
purely attractive with no potential energy maximum. The assumption is that the potential

energy well gives rise to intermediate formation and statistical IVR.
It is important to study the accuracy of the above statistical model for post-transition

state dynamics and classical trajectory chemical dynamics simulations [19] may be used to

do this. Until recently, the standard approach for performing a trajectory simulation was

to represent the PES for a chemical reaction by either an empirical analytic function, with
adjustable parameters, or as an analytic function fit in total or in part to ab initio potential

energies [20]. Since the number of independent coordinates is 3N� 6 for a nonlinear

system with N atoms, to fit a PES with potential energies for each internal coordinate at

NP different positions, a total of (NP)3N�6 ab initio points are required. Thus, only for

reactive systems with a small number of atoms is it practical to derive the PES completely
from ab initio calculations. An approach often used for larger polyatomic systems is to

derive, from ab initio calculations, an analytic potential energy function for the degrees of

freedom thought to be most critical for the dynamics, and use empirical analytic potential

energy terms for the remaining degrees of freedom [20,21]. This latter empirical potential,

similar to the molecular mechanical (MM) model [22], is usually fit to experimental data

such as force constants, equilibrium geometries, and bond energies.
The above approaches for representing the PES have limitations. The use of empirical

potentials, such as the London–Eyring–Polanyi–Sato (LEPS) function [23], and the exact

fitting of the PES to ab initio calculations are limited to chemical reactions with very few

atoms. Using themixed ab initio/empirical PESmodel for polyatomic PESs has ambiguities,

since there always are uncertainties in identifying which coordinates are critical and must be

described accurately. Potential energy coupling terms between the critical and non-critical
coordinates are necessarily approximate. Moreover, identifying potential energy functions

for the critical coordinates, which represent their potential energies and also smoothly

connect with those for the non-critical coordinates, may be a difficult task [20,21].

Accomplishing this, in conjunction with separating critical and non-critical coordinates and

fitting the electronic structure calculations, is often a lengthy process.
With increased computer speed and more powerful computer algorithms, it has

become possible to perform direct dynamics simulations [19,24,25], in which electronic

structure theory is used directly without the need for an empirical or analytic potential

energy function or having to distinguish between critical and non-critical degrees of

freedom. The trajectories are integrated ‘on the fly’ with the potential energy and its

derivatives obtained directly from an electronic structure theory. This was first
implemented by Wang and Karplus [26] using semi-empirical electronic structure theory

and later ab initio theory was applied by Leforestier [27]. The two strengths of direct
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dynamics are that it gives the time-dependent ‘unadulterated’ classical trajectories for a

particular electronic structure theory, concomitant with time-independent properties such

as structures, frequencies, energies, etc. and, in avoiding the necessity of developing an

analytic potential energy function, it opens up applications of chemical dynamics

simulations to a broad spectrum of chemical reactions. As a result of the former, there is

no uncertainty in testing different electronic structure theory methods when comparing

with experiment. The only limitation for the latter is the technical feasibility of the

chemical dynamics application given the computation requirements [19,24,25].
In this review the results of several chemical dynamics simulations, which address post-

transition state dynamics, are described. The topics and chemical reactions considered are

product energy partitioning for Cl� � � �CH3Br!ClCH3þBr� and C2H5F!C2H4þHF

dissociation [28–31], the non-statistical dynamics for trimethylene stereomutation [32–35]

and Cl�þCH3Cl SN2 nucleophilic substitution [36–46], and the non-IRC reaction paths

for the OH�þCH3F [47] and F�þCH3OOH [48] reactions. Except for the

Cl� � � �CH3Br!ClCH3þBr� study [28] and components of the Cl�þCH3Cl calcula-

tions [36–43], the simulations were performed using direct dynamics.

2. Classical trajectory calculations

2.1. Direct dynamics simulations

In a classical chemical dynamics simulation an ensemble of trajectories is calculated, which

represents the conditions of the reactants for the chemical reaction under investigation

[49,50]. Each trajectory is evaluated by numerically integrating either Hamilton’s

E ¼ H ¼ Tþ V ð1aÞ

@pi
@t
¼ �

@H

@qi
and

@qi
@t
¼
@H

@pi
ð1bÞ

or Newtons’s

�
@V

@qi
¼

mi@
2qi

@t2
ð2Þ

classical equations of motion. Newton’s equations must be integrated in a rectilinear

coordinate system (e.g. Cartesian coordinates), while any set of conjugate coordinates and

momenta may be used to integrate Hamilton’s equations (e.g. curvilinear internal

coordinates for which the kinetic energy T depends upon both coordinates and momenta).
For a direct dynamics simulation, the trajectory is integrated using information

obtained directly from an electronic structure theory. Two approaches have been advanced

for performing direct dynamics simulations [19,24,25]. In Car–Parrinello direct dynamics

the electronic wavefunction and nuclear motion are propagated simultaneously, without

reoptimization of the wavefunction at each integration step [51]. The wavefunction is

propagated using fictitious electronic degrees of freedom. Quite small masses must be used

for these degrees of freedom to suppress coupling between the electronic and nuclear

degrees of freedom, which may result in unphysical dynamics [52], including artificial

electronic transitions [19].
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Born–Oppenheimer direct dynamics is used for the simulations reviewed here [19,24].

This method combines traditional classical trajectory simulations [53] and electronic

structure theory calculations. At each step of the trajectory integration the potential

energy V, gradient @V/@qi, and also Hessian @2V=@q2i for some applications (see below) are

obtained directly by solving the time-independent electronic Schrödinger equation. To

ensure the accuracy of the simulations, the need for time-reversible trajectories [54,55] and

a strict self-consistent-field (SCF) convergence criterion has been stressed [56].
Direct dynamics simulations become computationally quite expensive for a high-level

electronic structure theory and it is, thus, important to use the largest numerical

integration step size while maintaining the accuracy of the trajectory. For direct dynamics

simulations, which only use the gradient, symplectic integrators [19,24,57,58] are fastest

[59] and allow one to use the largest integration step size. These integration methods

preserve the Poincaré integral invariants that are found in the exact Hamiltonian dynamics

and also preserve the volume of phase space [60]. Symplectic methods typically give good

energy conservation for long time integrations, using large integration step sizes, and are

superior to predictor–corrector non-symplectic schemes that yield a continuous drift in

energy [19,24]. The most widely used symplectic integrators are the fourth-order

Verlet [61], velocity-Verlet [62], or their derivatives [62]. If more stability is required in

the numerical integration, a sixth-order symplectic integrator may be used [63,64].
To use a large integration step, Helgaker et al. [65] proposed a scheme that uses the

Hessian. If the Hessian is given directly by the electronic structure theory, a local

approximation to the true PES can be made using a second-order Taylor expansion and

the trajectories can be calculated using this approximate potential; i.e.

VðqÞ ¼ V1 þGT
1 �qþ

1

2
�qTH1�q ð3Þ

where �q¼ q� q1, and V1, G1, and H1 are the energy, gradient, and Hessian evaluated at

q1. The local quadratic potential is only valid in a small region, called a ‘trust region’

defined by a trust radius. The equations of motion are integrated to the end of the trust

radius, where the potential, gradient, and Hessian are calculated to define a new local

quadratic PES for integrating the trajectory. Since the potential, gradient, and Hessian are

known at the starting and the ending of each integration step, Millam et al. [66] used

a fifth-order polynomial to fit the potential between the two points and correct the

trajectory. This gives a more accurate trajectory in the trust region and allows one to take

large integration steps. The integration on the approximate quadratic model potential is

called the ‘predictor step’ and that on the fifth-order PES is called the ‘corrector step’. The

computational cost for the Hessian evaluations can be considerably reduced if some are

approximated using a Hessian updating scheme, and Bofill’s [67] was found to be most

suitable [68].
Millam et al. [66] performed the predictor integration step in instantaneous normal

mode coordinates [69], an approach which does not conserve angular momentum even if

the initial total angular momentum is zero [70,71]. In addition, their corrector

interpolation and integration were performed in a rotated Cartesian space which does

not conserve angular momentum [72], since the local potential expanded in Cartesian

coordinates is not rotationally invariant [73]. Angular momentum was conserved by a

subsequent numerical treatment of the predicted trajectory [66].
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Improvements to this Hessian-based integration scheme were developed by Lourderaj

et al. [59] A predictor step using the quadratic potential model is taken to the end of the
trust radius using the symplectic velocity-Verlet integration algorithm [62] to integrate

Newton’s equation in Cartesian coordinates, instead of instantaneous normal mode
coordinates. Unrotated Cartesian coordinated are used for the corrector step to assure the

constants of motion are conserved. The trust radius for the next step is updated using
a new algorithm based on the difference between the predicted and corrected trajectories.

This modified Hessian-based integration algorithm, with its new components, was
implemented into the VENUS/NWChem [74–76] software package and compared with the

velocity-Verlet and Adams–Moulton integration algorithms for the H2CO!H2þCO,

O3þC3H6, and F�þCH3OOH chemical reactions [59]. The complete Hessian-based
integration algorithm is summarized as a flowchart in Figure 1. Specific details for each

component of the flowchart are given in reference [59].

2.2. Trajectory initial conditions

To use classical trajectory simulations to compare with experiment it is important to
choose molecular systems to study for which classical mechanics is expected to give

Figure 1. Flowchart representation of the complete Hessian-based integrator. (Reprinted with
permission from J. Chem. Phys. 126, 044105. Copyright 2007. American Institute of Physics.)
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accurate results. This is discussed in detail below where quantum effects are reviewed, and

where it is pointed out that extensive comparisons of classical dynamics with experiment

and/or exact quantum dynamics have illustrated that classical dynamics gives

accurate results for direct classically allowed processes, which occur on a short time-

scale [10,24,77–80]. Three types of direct processes are considered in this review. One is

direct, non-statistical unimolecular dissociation. The second is the dynamics of highly

exothermic bimolecular association reactions, with complex post-transition state dynamics

after passing the association variational TS. The third is the post-transition state dynamics

after passing a rate controlling TS barrier on the PES. The latter may be either a constant

energy or constant temperature process.
To compare the results of a classical trajectory simulation with experiment it is

important to choose initial conditions for the trajectories which correspond to those of the

experiment. The approach is to properly sample the reactants’ vibrational and rotational

energy levels and this is done by the quasiclassical model, which has been described in

detail for unimolecular and bimolecular reactions [50] and is not reviewed here. A less

extensively used approach for simulating post-transition state dynamics is to initialize the

trajectories at a rate controlling TS and then propagate their dynamics from the TS.
For a constant temperature experiment the transition state theory (TST) rate constant

for the rate controlling TS is given by

kðTÞ ¼
kBT

h

Qz

Q
e�Eo=kBT ð4Þ

where Qz and Q are the partition functions for the TS and reactants, respectively, and Eo is

the potential energy difference (including ZPE’s) between the TS and reactants. TST

assumes the populations of the TS’s energy levels are given by their Boltzmann

distributions, which forms a canonical ensemble at the TS. The normal mode and rigid

rotor model may be used to sample the Boltzmann distribution for each of the TS’s

vibrational and rotational quantum numbers; i.e. n, J, and K for a symmetric top, where

n denotes the TS’s 3N� 7 vibrational quantum numbers [39,50]. The quasiclassical model

is then used to transform these quantum numbers into normal mode coordinates and

momenta, and the three-components of the rotational angular momentum. The reaction

coordinate translational energy E
z
t is treated classically and selected by sampling its

Boltzmann distribution [39,50]

P E
z
t

� �
¼

exp �E
z
t =kBT

� �
kBT

ð5Þ

The reaction coordinate momentum is P
z

t ¼ 2ðE
z
t Þ

1=2. The normal mode coordinates and

momenta, the rotational angular momenta, and the reaction coordinate momentum are

then transformed into Cartesian coordinates and momenta, and the integration of the

trajectory and propagation from the TS to products is initiated.
The above scheme for choosing initial conditions for a rate controlling TS may apply

for either a bimolecular or unimolecular reaction. The latter reactions are also often

performed at a fixed vibrational energy and well-defined angular momentum so that, if the

molecule’s unimolecular decomposition dynamics is in accord with the rapid IVR

assumption of RRKM theory, there is a microcanonical ensemble of states at the
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decomposition TS. The TS’s vibrational/rotational states are depicted in Figure 2 and, for

a microcanonical ensemble at the TS, each of the states has an equal probability of being

populated [10]. With E, the total energy of the unimolecular reactant, the energy of the TS

is Ez¼E�Eo and given by

Ez ¼ E
z

nJK þ E
z
t ð6Þ

for a symmetric top molecule.
A quasiclassical normal mode model [29,50,81] may be used to sample the TS’s

microcanonical ensemble. The probability that normal mode j at the TS has quantum

number n
z

j is

P n
z

j

� �
¼

N E
z
vt � E n

z

j

� �h i
NðEzÞ

ð7Þ

where E
z
vt is the vibration and reaction coordinate translation energy of the TS in excess of

its ZPE, N(E
z
vt) is the TS’s total number of states with energy E

z
vt, N½E

z
vt � Eðn

z

j Þ� is the

TS’s number of states with n
z

j quanta in mode j, and Eðn
z

j Þ ¼ ðn
z

j þ 1=2Þhvzj . Once n
z

j has

been selected, the quantum number for the next mode is selected using the same

probability distribution as above, except the energy available to the mode is equal to

E
z
vt�E(n

z

j ). The procedure is then repeated for the remaining modes. The transition state

has sz vibrational modes and, after quantum numbers have been selected for the modes,

the energy available for the remaining mode is

E
z
vt �

Xsz�1
j¼1

E n
z

j

� �
: ð8Þ

Figure 2. Depiction of vibrational/rotational levels at the transition state for a unimolecular
reaction. According to RRKM theory, each level has an equal probability of being populated.
(L. Sun and W. L. Hase, in Review in Computational Chemistry, Vol. 19, edited by K. Lipkowitz,
R. Larter, and T. R. Cundari. Reprinted with permission of John Wiley and Sons. Inc. Copyright
2003.)
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A state for the remaining mode is chosen randomly within this maximum energy. The
energy not assigned to the sz vibration modes is then added to reaction coordinate
translation; i.e.

E
z
t ¼ E

z
vt �

Xsz
j¼1

E n
z

j

� �
: ð9Þ

The Beyer–Swinehart algorithm [82] may be used to determine the numbers of states in
Equation (7).

Using this sampling algorithm, each TS vibrational level has equal probability of being
populated and the distribution of reaction coordinate translational energy is

P E
z
t

� �
dE
z
t ¼

� E
z
vt � E

z
t

� �
dE
z
t

N E
z
vt

� � , ð10Þ

where �ðEzvt � E
z
t Þ is the density of vibrational states for energy E

z
vt � E

z
t . The numerators

in Equations (7) and (10) are related by

Z Ezt

0

� E
z
vt � E

z
t

� �
dE
z
t ¼

Xsz
j¼1

Xnmax

n¼0

N E
z
vt � E

z
t � E n

z

j

� �h i
: ð11Þ

The TS’s rotational energy is assumed to be adiabatic [83–85].

2.3. Quantum effects

The accuracy of classical chemical dynamics simulations and the possible importance of
quantum effects have been reviewed in detail [10,24,77,78]. Comparisons of classical
chemical dynamics simulations with experiment and quantum dynamics calculations have
shown that trajectories give correct results for direct processes such as direct bimolecular
reactions, unimolecular fragmentation dynamics on repulsive potential energy curve,
short-time unimolecular decomposition and intramolecular vibrational energy flow, and
the unimolecular dissociation of small molecules whose intramolecular dynamics is
intrinsically RRKM [86]. For these direct processes the unphysical flow and pooling of
ZPE [79,80,87] is less important and the classical dynamics tends to maintain the
vibrational adiabaticity present in quantum dynamics. However, the trajectories do not
describe tunneling and interferences in which multiple classical paths lead to the same
quantum state. Electronic non-adiabatic dynamics may be incorporated into the classical
chemical dynamics by using a semiclassical model to allow transitions between
electronically adiabatic potential energy surfaces [88]. In the following, the agreement
between classical and quantum dynamics is described for the types of chemical processes
considered in this review.

The dynamics of a highly exothermic bimolecular association reaction, with a
variational TS, and the product forming dynamics of a high energy TS are akin to the
photodissociation dynamics on a repulsive potential energy curve [89]. Schinke and
coworker have shown that the classical and quantum dynamics are similar for the latter
[90]. In the work reviewed below, it is shown that classical chemical dynamics simulations,
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give results in good agreement with experiment for the branching between product
channels for the F�þCH3OOH reaction [48] and for C2H5F

z
!C2H4þHF product

energy partitioning [31]. Classical dynamics also give accurate product enery partitioning
for C2H4F

z
!C2H3FþH [72].

If the intramolecular dynamics of a randomly excited molecule is ergodic on the time-
scale of its unimolecular dissociation, a microcanonical ensemble of states will be present
during all times of its dissociation and its dissociation probability will be exponential with
a rate constant k(E) given by classical RRKM theory [10,86]. In contrast, a small molecule
dissociates quantum mechanically via isolated resonance states and, if the classical
dynamics is ergodic, the classical/quantum correspondence is that these states can not be
assigned quantum numbers and the chaotic properties of their wavefunctions  n give rise
to statistical fluctuations in their rate constants kn [10,91,92]. The correspondence found
between the classical k(E) and the quantum kn, for an energy interval �E, is that the
average of the kn equals k(E) [78,93,94]. For a small molecule, ZPE constraints become
small and the classical and quantum RRKM k(E) are nearly the same.

Agreement between experiment and chemical dynamics simulations is found for
Cl� � � �CH3Cl!Cl�þCH3Cl dissociation. There is very weak coupling between the
three low-frequency intermolecular modes (i.e. the Cl� � � �C stretch and the degenerate
Cl� � � �CH3–Cl bends) and the nine CH3Cl intramolecular modes of the Cl� � � �CH3Cl
complex [37,38,42]. Cl�þCH3Cl association forms a complex in which only the three
intermolecular modes are excited and the unimolecular rate constant for the initial
decomposition of this complex is in excellent agreement with experiment [95]. Thus, the
dissociation occurs via an ‘effectively small molecule’ and the agreement between
experiment and the classical dynamics is expected from the discussion given above. Both
experiments [96] and chemical dynamics simulations [28] show a similar state specificity
for dissociation of the Cl� � � �CH3Br, in which exciting the intermolecular modes forms
Cl�þCH3Br, while exciting the intramolecular modes forms ClCH3þBr�.

3. Product energy partitioning

A relatively uncomplex attribute of post-transition state dynamics is the partitioning of the
available energy to the reaction products. Though trajectories are widely used to study the
unimolecular dissociation dynamics of highly excited molecules, in general the dissociating
trajectories do not give accurate product energy distributions. This is because, in the
absence of tunneling, the TS barrier for a unimolecular reaction is the vibrationally
adiabatic barrier with ZPE in the degrees of freedom orthogonal to the reaction
coordinate. The intramolecular dynamics of many molecules is ergodic on the time-scale
of the unimolecular reaction. The molecule’s phase space is occupied in accord with a
classical microcanonical ensemble and its unimolecular rate constant is that of classical
RRKM theory. The classical unimolecular dissociation dynamics for such a molecule
do not conform to the quantum TS vibrational adiabaticity and trajectories may cross the
barrier with an energy in the modes orthogonal to the reaction coordinate which is less
than the ZPE [97]. The classical mechanical barrier for unimolecular dissociation is the
classical threshold, which does not include the TS’s ZPE.

One approach for using classical trajectories to calculate product energy partitioning
distributions, which may be compared with experiment, is to initiate the trajectories at
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the TS with initial conditions that correspond to the TS’s energy levels sampled by the
unimolecular dissociation of the excited molecule [29]. In general the population of the
TS’s energy levels is not known, but if the unimolecular dissociation of the molecule is in
accord with RRKM theory it may be assumed that each TS energy level has an equal
probability of being populated, as postulated by RRKM theory (see Figure 2) [10]. Thus, if
the transition from the TS to products is a direct process, simulations of photodissociation
[90] and unimolecular exit-channel dynamics [29–31] have shown that an ensemble of
trajectories properly initiated at the TS will give accurate product energy partitioning
distributions. As described above in Section 2.2, for each trajectory one of the E

z

nJK energy
levels in Equation (6) is randomly selected with the remaining energy placed in reaction
coordinate translation. The ensemble of trajectories is then directed towards products to
determine the product energy partitioning. In previous work the RRKM assumption
of equal population of TS energy levels has been used to calculate product energy
partitioning distributions for C2H4F*!C2H3FþH [72], H2CO*!H2þCO [98], and
C2H5F*!C2H4þHF [29–31] dissociation and good agreement has been found with
experiment.

If the unimolecular dissociation of the molecule is non-statistical and not in accord
with RRKM theory, equal population of the TS’s energy levels is not expected [9].
For such a simulation it may be possible to vary the population of the TS energy
levels in the simulation until the calculated and experimental product energy
distributions agree. Such an analysis has not been performed and the uniqueness of
the population of the TS energy levels, as specified by the product energy
partitioning, is unknown.

Here we review simulations for both Cl� � � �CH3Br*!ClCH3þBr� and
C2H5F*!HFþC2H4 dissociation. The intramolecular dynamics of the former is
highly non-ergodic and non-RRKM and the trajectories are initiated in the
Cl� � � �CH3Br* complex. Experiments show that the dissociation kinetics of C2H5F* are
in accord with RRKM theory and for this simulation the trajectories are initiated at the
dissociation TS. The presentation for this latter study also includes a discussion of mass
effects and the use of a single trajectory to determine the manner in which the exit-channel
potential energy release is partitioned to product energies.

3.1. Cl� � � �CH3Br*!ClCH3YBrZ

The potential energy surface for gas-phase SN2 nucleophilic substitution reactions of
the type

X� þ CH3Y! XCH3 þY� ð12Þ

have X� � � �CH3Y and XCH3 � � �Y
� pre- and post-reaction potential energy minima

(Figure 3). The statistical model for chemical kinetics assumes reaction intermediates
are formed in these minima with rapid IVR, so that their intramolecular dynamics is
ergodic and their unimolecular rate constants are given by RRKM theory. However,
both experiments [96] and chemical dynamics simulations [37,38,41,42] have shown
the unimolecular dynamics of these complexes are highly non-statistical with
inefficient energy flow between the complexes’ intermolecular and intramolecular
modes.

International Reviews in Physical Chemistry 371

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
4
6
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



One SN2 reaction, for which the experimental results are inconsistent with the

statistical model, is

Cl� þ CH3Br! ClCH3 þ Br�: ð13Þ

The dissociation kinetics of Cl� � � �CH3Br complexes, formed by Cl�þCH3Br associa-

tion, do not simply depend on their total energy as assumed by RRKM theory, but

whether their energy is acquired from Cl�þCH3Br relative translation or CH3Br

vibration [99–101]. Another way to probe the adequacy of the statistical model for

describing the kinetics of reaction (13) is to measure the ClCH3þBr� product energy

partitioning. Statistical product energy partitioning is given by orbiting transition state/

phase space theory (OTS/PST) [16], which assumes statistical energy partitioning at the

orbiting transition state for dissociation of the post-reaction complex ClCH3 � � �Br
�. In an

experimental study of Cl� � � �CH3Br dissociation, Graul and Bowers [102,103] measured

Figure 3. Reaction path potentials for Cl�þCH3Cl!ClCH3þCl� and Cl�þCH3Br!
ClCH3þBr� SN2 nucleophilic substitution [41].
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the relative translational energies between the ClCH3þBr� reaction products and found

them to be much smaller than the prediction of OTS/PST.
A chemical dynamics simulation was performed [28] to model the experiments of

Graul and Bowers, and study the intramolecular and unimolecular dynamics of the

Cl � � �CH3Br
� complex. An analytic potential energy function, fit in part to ab initio

calculations as described above in Sections 1 and 2.1, was used for the simulations. This

function is thought to give an accurate representation of the reaction’s PES, since it
accurately describes the rate of reaction (13) versus reagent translational energy [104,105],

Cl� � � �CH3Br unimolecular dynamics [28,96], and ClCH3þBr� product energy partition-

ing (see below) as compared to experiment. The same function, but with different

parameters, gives dynamics for the Cl�þCH3Cl SN2 reaction in good agreement with
both experiment [95] and direct dynamics simulations [45].

In the chemical dynamics simulations different initial non-random energy distributions

were investigated for the Cl � � �CH3Br
� complex by exciting, for each simulation, only one

of its normal modes with approximately 13.4 kcal/mol above the Cl � � �CH3Br
� ZPE level.

The total energy available for partitioning to the ClCH3þBr� reaction products is then

approximately 15.6 kcal/mol. Two distinct patterns are observed in the dissociation

dynamics of the Cl� � � �CH3Br complex. When either one of the three low-frequency
intermolecular modes is excited, the complex preferentially dissociates to the Cl�þCH3Br

reactants. In contrast and in agreement with experiments by the McMahon research group

[96], when one of the high-frequency CH3Br intramolecular modes is excited, the above

is a negligible reaction path and, instead, Cl� � � �CH3Br!ClCH3 � � �Br
� central barrier

crossing becomes important. Contrary to RRKM theory, the ClCH3 � � �Br
� complexes

formed by this isomerization do not immediately dissociate to the ClCH3þBr� products

and instead many of the trajectories have extensive recrossings of the central barrier before

forming the products. The post-transition state dynamics after crossing the
[Cl � � �CH3 � � �Br]

� central barrier is decidedly non-RRKM. Similar central barrier

recrossing is found for the Cl�þCH3Cl SN2 reaction (see below) [39,45]. Relative

timescales for intramolecular vibrational energy redistribution, Cl� � � �CH3Br!
Cl�þCH3Br dissociation, and Cl� � � �CH3Br!ClCH3 � � �Br

� isomerization have not

been established, since the latter reactions have non-exponential probabilities and multiple

rate constants [28,37,42]. Determining meaningful relationships between these rate

constants and IVR rate constants is a topic of considerable interest.
A comparison of the trajectory and OTS/PST product energy partitioning shows that

OTS/PST predicts a higher average relative translational energy and a lower average

vibrational energy than found from the trajectories [28]. However, to compare with the

experimental ClCH3þBr� product translational energy distribution, two issues must be
considered. The potential energy surface used for the simulations has a reaction

exothermicity of 12.3 kcal/mol, while the best experimental estimate of this exothermicity

is 8–9 kcal/mol [28]. In addition, the initial excitation energy of the Cl� � � �CH3Br complex

is different for the simulation and experimental studies. If the trajectory results are scaled
so that the energy available to the products matches that of the experimental study [103],

the average product relative translational energy is 0.8 kcal/mol in excellent agreement

with the experimental value of 0.7� 0.2 kcal/mol, and considerably different than the
OTS/PST value of 1.6 kcalmol. The trajectory and OTS/PST product energy distributions

are compared in Figure 4, along with the experimental distribution for the relative
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translational energy. There is excellent agreement between the simulation and
experimental studies.

3.2. C2H5F
z
!C2H4YHF

3.2.1. Comparison with experiment

In a systematic set of experiments by Setser and coworkers [106–108], vibrational energy
distributions of the HX product from the decomposition of chemically activated

Figure 4. Product energy distribution for the Cl� � � �CH3Br!ClCH3þBr� reaction: histogram,
trajectory result [28]; dashed line, experiment [103]; and solid line, prediction of OTS/PST [41].
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haloalkanes were obtained by infrared chemiluminescence. One of the most carefully

studied molecule is C2H5F formed by HþC2H4F recombination, which activates C2H5F*

with Ez¼ 42.9 kcal/mol, the energy in excess of its C2H5F*!C2H4þHF dissociation

barrier. The HF vibration energy distribution has also been measured for C2H5F

dissociated by infrared multiple photon absorption [109]. These experiments are thought

to lead to C2H5F* molecules which dissociate with Ezffi 20–35 kcal/mol.
To model the product energy partitioning for C2H5F* dissociation, direct dynamics

simulations were performed [29,30] with trajectories initialized at the dissociation TS in

accord with the microcanonical ensemble assumed by RRKM theory. These simulations

were performed at the MP2 level of theory using both the 6–31G* and 6–311þþG** basis

sets. Their values for the exit-channel potential energy barrier release Eo
r are 45.3 and

50.6 kcal/mol, respectively. The latter value, for the larger basis set, is in excellent

agreement with the experimental value of 49� 2 kcal/mol [108].
To directly compare with the experiments of Setser and coworkers a simulation

was performed with a TS vibration and reaction coordinate translation energy E
z
vt of

42 kcal/mol above the zero-point level. To further analyse the product energy partitioning,

additional simulations were performed for E
z
vt of 32 and 3.45 kcal/mol. The HF vibrational

energy distribution calculated for E
z
vt of 32 kcal/mol may be compared with that measured

by Quick and Wittig [109] in infrared multiphoton dissociation of C2H5F. For each of the

simulation studies, RT/2 (300K) of rotational energy was added to each of the TS’s

rotation axes. Each trajectory contains ZPE in the vibrational modes orthogonal to the

reaction coordinate. The results of the simulations are given in Table 1 and Figure 5. The

average percentage of the available energy partitioned to HFþC2H4 relative translation,

C2H4 vibration and rotation, and HF vibration and rotation are listed in Table 1. For

the E
z
vt¼ 42 kcal/mol simulation the percentage of available energy partitioned to HF

vibration is 14% for the larger basis set and in excellent agreement with the 15% value

found from experiment. The smaller basis set underestimates the partitioning to HF

vibration.
The populations of the HF vibration states P(n), found from the simulations, are

compared with experiment in Figure 5. Overall, the simulations with the 6–311þþG**

Table 1. Average C2H5F!C2H4þHF product energy partitioning for MP2/6–31G* and MP2/
6–311þþG** direct dynamics.a

MP2/6–31G* MP2/6–311þþG**

Product energy Ezt¼ 3.45 27 42 3.45 32 42

Rel trans 75.4 56.8 49.7 67.8(1.2)b 48.2(1.0) 46.2(1.0)
C2H4 vib 6.1 24.2 31.5 6.8(0.7) 26.2(0.8) 29.3(0.6)
C2H4 rot 4.6 5.9 6.0 5.1(0.3) 5.5(0.3) 6.2(0.3)
HF vib 10.5 8.7 7.9 16.9(1.3) 15.8(1.1) 14.0(1.0)
HF rot 3.4 4.4 4.9 3.4(0.4) 4.3(0.4) 4.3(0.3)

Notes: aThe average energy partitioning is given in percent. In addition to the TS’s vibration/reaction
coordinate translation energy Ezt , the TS also contains 3RT/2 rotation energy (T¼ 300K). Energies
are given in kcal/mol. Zero-point energy is not included in the C2H4 and HF vibration energies.
bThe uncertainty, in parentheses, is the standard deviation of the mean.
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basis set gives P(n) in good agreement with the experiments at E
z
vt of 32 and 42 kcal/mol.

The major difference between the simulations and experiments is that the simulations give
an inverted P(1)/P(0) ratio, while the experiments do not. The 6–31G* calculations do not
adequately populate the higher HF vibrational states and underestimate the partitioning
to HF vibration.

3.2.2. Partitioning of the exit-channel potential energy barrier release

The total internal energy Ez of the TS for each simulation is the TS’s vibration and
reaction coordinate translation energy E

z
vt plus its average rotational energy of

3RT/2¼ 0.89 kcal/mol. The total energy available to the products is Ez plus the potential
energy release Eo

r in moving from the TS to the products, which is 45.33 and 50.62 kcal/mol
for the 6–31G* and 6–311þþG** calculations, respectively. Zamir and Levine [110]

Figure 5. Populations of the HF vibrational states for C2H5F!HFþC2H4 dissociation, with
different amounts of vibration/reaction coordinate E

z
vt in the C2H5F

z transition state. œ, results of
the MP2/6–311þþG** simulations; ., results of the MP2/6–31G* calculations; and m, experimental
results. The experimental results for E

z
vt of 32 and 42 kcal/mol are from [109] and [108], respectively.

(Reprinted with permission from J. Phys. Chem. A. 110, 1484. Copyright 2006. American Chemical
Society.)
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suggested that the average value for each type of product energy (Ei) and the TS total

energy have the linear relationship

hEii ¼ Eo
i þ aiE

z ð14Þ

where the ai give the fractions of Ez partitioned to the different product energies and the

Eo
i gives the parts of E

o
r which go to the different product energies. Summing Equation (14)

over i gives

X
hEii ¼

X
Eo
i þ Ez

X
ai ð15Þ

where the sum of the ai equals unity. The ratio Eo
i =E

o
r is the fraction of the exit-channel

potential energy release, Eo
r , partitioned to product energy i.

As shown in Table 2, overall, the fitted parameters for the two basis sets are in very

good agreement, with the only substantial differences for relative translation and HF

vibration. The 6–31G* ai values for relative translation and HF vibration are 0.03 and 0.06

larger and smaller than their 6–311þþG** counterparts, respectively. The differences in

the Eo
i =E

o
r are somewhat larger, with the 6–31G* values for relative translation and HF

vibration 0.08 and 0.07 larger and smaller, respectively.
It has been suggested that the TS’s statistical distribution of energy is maintained as the

reactive system moves from the TS to products [111]. The ai values in Equation (14) are

fixed by the distribution of the excess energy at the TS, and this distribution is assumed to

be unaffected by the dynamics as the ensemble of trajectories moves from the TS to

products. Thus, the model predicts the same set of ai values for the 6–31G* and

6–311þþG** simulations, since both sample the same energy distribution at the TS. The

ai values in Table 2 are consistent with this model except for HF vibration, whose

6–311þþG** ai is a factor of 2 larger. Given the statistical uncertainties in the product

energy partitionings (see Table 1), there are no significant differences in the ai for relative

translation or for the other product energies. The different ai values for HF vibration

indicate that the statistical distribution at the TS may be perturbed by the exit-channel

dynamics.

Table 2. Parameters describing the partitioning of the excess energy and the potential energy release
for C2H5F!HFþC2H4.

a

MP2/6–31G* MP2/6–311þþG**

ai Eo
i =E

o
r ai Eo

i =E
o
r

Rel trans 0.170 0.81 0.140 0.73
C2H4 vib 0.640 0.00 0.620 0.02
C2H4 rot 0.076 0.05 0.074 0.05
HF vib 0.046 0.11 0.110 0.18
HF rot 0.067 0.03 0.550 0.03

Note: aai represents the fraction of the excess energy at the TS partitioned to a particular type of
energy. Eo

i =E
o
r is the fraction of exit-channel potential energy barrier release partitioned to a

particular type of energy.
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In an attempt to summarize experimental data for a series of HX elimination reactions,

it has been suggested that, for C2H5F!HFþC2H4 dissociation, the partitioning of the

exit-channel potential energy is 20%, 45%, 24%, and 512% to relative translation, C2H4

vibration and rotation, HF vibration, and HF rotation [108]. As shown in Table 1, the

results of the simulations are strikingly different from this predicted energy partitioning.

For both the 6–31G* and 6–311þþG** simulations, the partitioning of the potential

energy to C2H4 vibration energy is negligible, in contrast to the large partitioning inferred

from summarizing the experimental data. A possible origin of this difference between the

partitioning of Eo
r , found from the simulations and inferred from the experiments, is the

assumption made, in summarizing the experiments, that partitionings of the exit-channel

potential barrier for different HX eliminations are similar, regardless of the masses

of the substituent atoms. For example, the energy released to relative translation for

C2H5F!HFþC2H4 dissociation was deduced from experiments for

CH3CCl3!HClþC2H2Cl2 dissociation [112].
A possible mass effect for the product energy partitioning was investigated by retaining

the C2H5F!HFþC2H4 MP2/6–31G* PES, but changing the masses of the substituent

atoms in the direct dynamics simulation to model CHCl2CCl3!C2Cl4þHCl dissocia-

tion. A small Ez¼ 1.0 kcal/mol was used so that it would only make a small contribution

to the energy available to the reaction products. In this way, the product energy

partitioning reflects the exit-channel potential energy release. The calculated average

percentage energy transfers are listed in Table 3. The simulation for the CHCl2CCl3 model

partitions nearly equal amounts to relative translation and C2H4 vibration, i.e. 43.2% and

43.1%. In contrast, the simulation for C2H5F partitions 75.4% of the available energy to

relative translation and only 6.1% to C2H4 vibration (see Table 1). Thus, an important

mass effect is seen in these simulations of HX elimination. The differences in the other

energy partitionings for C2H5F and CHCl2CCl3 dissociation are much smaller. Mass

effects for partitioning of exit-channel potential energy barrier release Eo
r are considered in

more detail below, using a single trajectory (ST) model.

3.2.3. A single trajectory model for partitioning of Eo
r

A single trajectory (ST) model was tested for determining how the exit-channel potential

energy release Eo
r is partitioned to product energies and was found to give accurate

Table 3. Comparison of QCT and ST calculations for model
CHCl2CCl3!C2Cl4þHCl dissociation.a

Product energy QCTb ST

Rel trans 43.2� 0.5 39.7
C2Cl4 vib 43.1� 0.8 38.1
C2Cl4 rot 0.3� 0.0 0.2
HCl vib 9.8� 0.9 16.1
HCl rot 3.7� 0.4 5.9

Notes: aThe calculations were performed at the MP2/6–31G* level of theory for
the C2H5F!HFþC2H4 potential energy surface. The reaction coordinate
translational energy E

z
t is 1.0 kcal/mol.

bThe uncertainty is the standard deviation of the mean.
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results for HX elimination from haloakanes, when compared with the above

quasiclassical trajectory (QCT) method [31]. For the ST model no ZPE is added to

the TS’s vibrational modes, no rotational energy is added, and a small value of energy is

added to reaction coordinate translational E
z
t . This results in a unique trajectory since

it is only defined by E
z
t and its momentum directed towards products. The QCT method

has the same value of E
z
t and no rotational energy, but there is ZPE in the TS’s

vibrational modes. With the phase averaging for the QCT simulation, an ensemble of

trajectories is calculated instead of a single trajectory. The absence of phase averaging in

the ST model is akin to the approach used by Giese and Gentry in developing the

DECENT model [113].
Listed in Table 4 are the average percentages of the total available energy partitioned

to the different product degrees of freedom, for the C2H5F!C2H4þHF QCT and ST

calculations. The calculations are performed using both the MP2/6–31G* and MP2/

6–311þþG** PESs. A comparison of the QCT and ST results, for E
z
t ¼ 3.45 kcal/mol,

shows that they give the same pattern for the product energy partitioning. This is found for

both basis sets. Most of the energy is partitioned to relative translation, with HF vibration

the next major important recipient of the available energy. The ST calculations distribute

approximately a factor two more of the available energy to HF vibration as compared to

QCT, with the additional energy primarily coming from relative translation and C2H4

rotation. The difference in the HF vibrational energy, for the QCT and ST calculations,

may arise from the treatment of the HF ZPE. This degree of freedom is formed in moving

from the TS to products and initially does not have ZPE. Subtracting ZPE from HF

vibration for the QCT calculation, but not for the ST calculation, may affect their product

energy partitionings. In the future it may be useful to test a ST model in which ZPE is

subtracted from product modes, which are not present at the TS and formed in moving

from the TS to products. Nevertheless, the current ST calculations establish the nature of

the product energy partitioning. The ST calculation at E
z
t ¼ 1.0 kcal/mol gives a similar

product energy partitioning (values in parentheses) to the ST result at E
z
t ¼ 3.45 kcal/mol.

Table 4. Comparison of QCT and ST calculations for C2H5F!C2H4þHF product energy
partitioning.a

MP2/6–31G* MP2/6–311þþG**

Product energy QCT ST QCTb ST

Rel trans 75.4 70.7 (74.9) 67.8� 1.2 60.1 (64.1)
C2H4 vib 6.1 6.5 (6.8) 6.8� 0.7 5.4 (5.5)
C2H4 rot 4.6 1.4 (1.5) 5.1� 0.3 2.4 (2.4)
HF vib 10.5 19.1 (14.4) 16.9� 1.3 28.6 (24.1)
HF rot 3.4 2.3 (2.4) 3.4� 0.3 3.5 (3.9)

Notes: aThe values listed are the percentage energy transfers. The reaction coordinate translational
energy Ezt equals 3.45 kcal/mol for the calculations. QCT is quasiclassical trajectory and ST is a
single trajectory; see text. The ST results inparentheses are for Ezt ¼ 1.0 kcal/mol.
bThe uncertainty is the standard deviation of the mean. This uncertainty was not calculated for the
MP3/6–31G* calculation, but it is expected to be approximately two times smaller since the sample
size is four times larger.
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Both QCT and ST calculations with E
z
t ¼ 1.0 kcal/mol were performed, for the above

CHCl2CCl3 model, to again test the ST approach. The average percentage energy transfers

are listed in Table 3 and the product energy distributions for the QCT calculations are

plotted in Figure 6. The arrows in these plots denote the energy partitioning given by the

ST. The product energy partitioning from the ST is very similar to the average energy

partitioning for the QCT ensemble, providing additional evidence for the utility of the ST

approach for establishing the pattern of product energy partitioning in unimolecular

dissociation. The utility of the ST approach agrees with previous trajectory studies by

Schinke [114] of photodissociation. When photodissociation is fast and direct, a single

trajectory, started at the Franck Condon point on the upper potential energy surface, gives

a good approximation to the maxima of the product energy distributions. It is also

noteworthy that Kaledin and Miller have found that a single trajectory may give

meaningful results in initial value representation (IVR) semiclassical calculations [115].

Figure 6. Distributions of relative translation, C2Cl4 vibration energy and HCl vibration and
rotation quantum numbers for the QCT calculation of model CHCl2CCl3 dissociation, with
E
z
t ¼ 1.0 kcal/mol and zpe in the TS’s vibration modes. The C2H5F MP2/6–31G* PES was used for

the direct dynamics simulation. The C2Cl4 rotation energy is quite small and its distribution is not
shown. The arrows denote the ST product energy partitioning. (Reprinted with permission from
J. Chem. Phys. 124, 064313. Copyright 2006. American Institute of Physics.)
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It is important to recognize that the ST approach is not a panacea for chemical dynamics,

since at best it can only represent the average (or possibly most probable) values of

product energy distributions. If a distribution is bi- or multimodal, using an ST will

certainly be problematic. The use of a ST will also be inappropriate if there are multiple

product channels in proceeding from the TS [5,47]. The ST approach will be inapplicable if

a potential energy well exists in the exit-channel that traps the reactive system and leads to

chaotic dynamics before forming products. For such a system, a slight change in the initial

condition at the TS would give a completely different trajectory. Kaledin and Miller have

previously discussed the inapplicability of the ST approach in semiclassical calculations

[115], if the trajectory is chaotic.

3.2.4. Mass effects for product energy partitioning

To investigate in more detail possible mass effects for the product energy partitioning, ST

calculations were performed for HX elimination from a halogenated ethane by using the

C2H5F MP2/6–31G* PES and varying the masses of the atoms. The masses of H and F

were changed to those of chlorine and, as an extreme test case, to a mass of 500 amu

(denoted by M). For this test case the carbon atoms were also changed to the mass M. The

energy partitioning determined from these ST calculations are listed in Table 5, with

results given for E
z
t of both 1.0 and 3.45 kcal/mol. In discussing these simulations, the

C-atom to which the halogen is bonded is identified as C1, while the other carbon is C2

(see Figure 7).

Table 5. Product energy partitioning for single trajectories using the C2H5F!C2H4þHF
potential energy surface.a

Moleculeb E
z
t Rel. trans. Vibc Rotc HX vib HX rot

C2H5F 1.0 74.9 6.8 1.5 14.4 2.4
3.45 70.7 6.5 1.4 19.1 2.3

C2H5Cl 1.0 75.6 5.9 2.4 15.9 0.1
3.45 72.2 6.0 2.3 19.4 0.1

C2H5M 1.0 70.3 4.8 4.9 16.5 3.5
CH3MH2F 1.0 72.1 5.2 4.7 14.8 3.2
MH3MH2M 1.0 73.9 4.4 4.3 15.6 1.8
MH3CH2F 1.0 55.0 8.0 20.3 14.9 1.8
CHCl2CH2Cl 1.0 43.9 14.2 26.0 15.8 0.1

CH3CCl3 1.0 47.3 24.4 11.5 15.7 1.1
3.45 44.9 23.6 11.0 19.5 1.0

CHCl2CCl3 1.0 39.7 38.1 0.2 16.1 5.9
3.45 37.6 36.8 0.1 19.5 6.0

Notes: aThe calculations were performed at the MP2/6–31G* level of theory. The values listed are the
percent energy transfers.
bM is an artificial very heavy atom with a mass of 500 amu. The last atom in the molecular formula
is the halogen that dissociates. The HX dissociations are four centred, with the H and X atoms
dissociating from different C atoms.
cVib and rot are the vibration and rotation energies of the ethylene product.
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A number of important features for the product energy partitioning are identified in

Table 5. An immediate observation is that there is very little variation in the per-cent

energy transfer to HX vibration. Previous trajectory studies for C2H5F!C2H4þHF

dissociation [29] have shown that HF elimination may be viewed as a process in which the

HF bond is first formed and then HF directly leaves C2H4, due to the repulsion of the exit-

channel potential. Excitation of the HF stretch occurs in a very short time and, therefore,

the HF vibration is decoupled from the C2H4 vibrations. For this model, the product

energy partitioning should not be significantly affected by only changing the mass of the

F- or C-atoms, and this is indeed the result observed in the simulations for C2H5Cl,

C2H5M, CH3MH2F, and MH3MH2M.
Changing the mass of the C-atoms affects the energy partitioning to relative translation

and olefin vibration and rotation. For MH3CH2F, the partitioning to MH2CH2 rotation

is increased to 20% and relative translation is lowered to 55%. In contrast, the energy

partitioning for CH3MH2F is nearly identical to that for C2H5F. The difference in the

energy partitioning for MH3CH2F and CH3MH2F is easily understood by considering the

TS structure in Figure 7. The HF product recoils from the C1 atom. For CH3MH2F, HF

recoils off the massive M atom, near the centre of mass of CH2MH2. As a result, a small

angular momentum and rotational energy (i.e. 4.7 percent) is transferred to the CH2MH2

product. However, for MH3CH2F, the centre of mass of MH2CH2 is located at the

M-atom, not the C1 atom, and a substantial amount of rotation energy is transferred to

MH2CH2; i.e. 20.3 percent. This energy comes from relative translation, with no

significant changes in the HF energies or the ethylene vibration energy.
The position of the centre of mass of the dissociating molecule also affects the

partitioning of energy to olefin rotation for CHCl2CH2Cl, CH3CCl3, and CHCl2CCl3.
Of all the molecules studied, the largest percentage partitioning to olefin rotation is

for CHCl2CH2Cl dissociation. This is consistent with this dissociation having the largest

Figure 7. [Colour online] Transition state structure for C2H5F!HFþC2H4 dissociation.
Calculation at the MP2/6–31G* level of theory. The units for bond lengths and angles are
angstroms and degrees. (Reprinted with permission from J. Chem. Phys. 124, 064313. Copyright
2006. American Institute of Physics.)
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separation between the C1 carbon atom from which the chlorine atom dissociates and the
product’s centre of mass, which is located near the chlorine atoms of the product’s CCl2
group. This separation is slightly smaller for MH3CH2F dissociation and as a result,
its olefin product receives a somewhat smaller partitioning to rotation than does
CHCl2CH2Cl dissociation; i.e. 20.3 versus 26.0%. For CH3CCl3 dissociation, the olefin
product’s centre-of-mass is also located near the chlorine atoms of the CCl2 group, but the
distance from the centre-of-mass to the C1 atom is much smaller than for CHCl2CH2Cl
and, as a result, the percentage transfer to olefin rotation is smaller. For CHCl2CCl3
dissociation, the CCl2CCl2 product molecule is symmetric with heavy atoms at both of its
ends and a very large moment of inertia. It receives very little rotational energy.

For the simulations at E
z
t ¼ 1.0 kcal/mol, the ordering of the molecules by their energy

partitioning to olefin vibration is MH3MH2M5C2H5M5CH3MH2M5C2H5Cl5
C2H5F5CHCl2CH2Cl5CH3CCl35CHCl2CCl3, with respective percents of
4.4� 4.8� 5.1� 5.9� 6.8� 8.05 14.25 20.45 38.1. Energy release to the vibration of
the olefin product is clearly more efficient for the latter three dissociations, with only a
3.6% variation in the release to olefin vibration for the first six molecules. Insight into the
origin of the enhanced partitioning to olefin vibration, for the last three molecules, was
obtained by plotting the internal coordinates of the olefin product versus time. This
analysis for CHCl2CCl3!HClþCCl2CCl2 dissociation shows that 2/3–3/4 of the product
CCl2CCl2 vibration energy resides in the out-of-plane CCl2 wag–bend motions.

Two factors give rise to the substantially different wag–bend excitations for
CHCl2CH2Cl, CH3CCl3, and CHCl2CCl3 dissociation as compared to C2H5F dissocia-
tion, and they both are related to the difference in the masses of the chlorine and H atoms
of the product olefin. The bonds of both HCl and HF are formed within 8 fs after the
system leaves the TS [29]. Within this short time, there is very little change in the CCl2 wag
angles from their TS values as a result of their long vibration period of 75 fs. Thus, a
Franck–Condon type model [116–118] seems appropriate for describing the CCl2 wag–
bend motions with respect to the rapid HCl bond formation. In contrast, the CH2 wag
bends for C2H5F dissociation undergo some relaxation to their 180� equilibrium values
within the 8 fs for HF bond formation, as a result of their shorter period of 35 fs. This
appears to be the principal mechanism for exciting the CCl2 wag–bend for CHCl2CH2Cl
dissociation.

The above Frank–Condon model is responsible for only a small portion of the wag–
bend excitation for CH3CCl3 and CHCl2CCl3 dissociation. The remainder of this
excitation is also a mass effect. As HCl pushes off the C1 carbon atom, the chlorine atoms
bonded to it move very little, because of their substantial mass, and the CCl2 wag–bend
receives kinetic energy from the C1-atom’s motion. For C2H5F dissociation the much
lighter H-atoms move with the C1-atom and the wag motion does not receive this
substantial amount of kinetic energy.

4. Non-statistical dynamics

4.1. Cyclopropane stereomutation

Renewed interest in the decomposition of cyclopropanes and the role of the trimethylene
biradical in the decomposition has been fuelled by two experiments that give apparently
irreconcilable results [119,120]. Experiments of S,S-trans-cyclopropane-1,2-d2 at 695K
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indicate that the rate of isomerization via double-terminal rotation k12 (i.e. con- and

disrotation of the terminal methylene groups) is at least five times faster than that for

isomerization via single-terminal rotation k1 [119]. Similar experiments with chiral

cyclopropanes-[1-13C]1,2,3,-d3 at 680K yield a k12/k1 ratio of 1.0� 0.2 [120].
To obtain the k12/k1 ratio from experimental data (e.g. the trans! cis rate for

cyclopropane structural isomerization) requires the use of a kinetic scheme that includes

the role of the trimethylene biradical, and identifying the appropriate model for its

dynamics is of pivotal importance [34,121–123]. Trimethylene has a very shallow potential

energy minimum, which lies �60 kcal/mol above the cyclopropane minimum (see Figure 8)

[124]. It mediates both the geometric and structural isomerizations of cyclopropane, which

result in cyclization and propene formation, respectively. The pathways for geometric

isomerization have low barriers (Table 6). Structural isomerization has barrier of

�7 kcal/mol with respect to the trimethylene potential energy minimum. Cyclopropane

may decompose to form trimethylene via three different ring opening pathways:

conrotation (CON) and disrotation (DIS) paths in which both terminal methylenes

rotate, and a cis–trans (CT) path with a single methylene rotation. Cyclization of

trimethylene, and formation of the geometric isomers, also occurs via these three

pathways.

Figure 8. Minimum potential energy along the cyclopropane $ propene reaction path; the curve
linking the stationary points merely serves to illustrate connectivity. (Reprinted with permission
from J. Am. Chem. Soc. 118, 9922. Copyright 1996. American Chemical Society.)

384 U. Lourderaj et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
4
6
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



Semiempirical direct dynamics were used to study trimethylene’s unimolecular

dynamics and thermal stereomutation of cyclopropane [32,34,35]. The semiempirical
model used in these simulations is AM1 with specific reaction parameters (SRPs) [125]

chosen to fit the CASSCF PES [124]. To simulate the high-pressure thermal unimolecular

decomposition of cyclopropane and its stereomutation, it was assumed that RRKM
theory is valid for cyclopropane’s unimolecular dynamics, so that Boltzmann distributions

of reacting molecules could be sampled at the CONz, DISz, and CTz transition states

for the cyclopropane! trimethylene unimolecular reaction [35]. Each trajectory was
integrated forward and backward in time until either propene or an isomer of

cyclopropane was formed. In this way, the isomerization dynamics was obtained for the

ensemble of trajectories. To compare with experiment [119,120] the trajectories were
further analysed to determine whether cyclization followed single rotation versus double

rotation of trimethylene’s terminal methylenes, that is a ratio k1/k12 of single/double
rotation rate constants.

The trajectory simulations show that the unimolecular dynamics of trimethylene

formed by the trajectories initiated at the CONz, DISz, and CTz TSs are not statistical

[34,35]. The statistical model assumes energy rapidly becomes randomized in the
trimethylene intermediate so that the probability a trajectory cyclizes via the CON,

DIS, or CT path depends on only the trimethylene energy and not on which TS is excited,

i.e. CONz, DISz, and CTz. As shown in Table 6, the trajectory dynamics do not support
such a model. The CON path has the lowest barrier for cyclization of 0.4 kcal/mol, while

the 2.6 kcal/mol barrier for the DIS path is the highest. For the trajectories initiated at the

CTz TS, the majority follow the CT path, with less than 10% if the cyclization occurring
via the CON path. For the trajectories initiated at the DISz TS, the majority follow the CT

path. Only for the ensemble of trajectories excited at the CONz TS does the branching
between the CON, DIS, and CT paths follow the statistical type dynamics expected from

Eo barriers. The trimethylene unimolecular dynamics is strongly non-RRKM.
The dynamics of the classical trajectories support a mechanistic continuum for

trimethylene decomposition encompassing concerted and non-concerted processes in
which non-statistical effects are paramount [34], with the dynamics possibly becoming

statistical for the few long-time events [126]. Most double rotation trajectories undergo a

Table 6. Cyclization mechanisms following thermal excitation at the CONz, DISz and
CTz transition states for cyclopropane! trimethylene decomposition.a

Cyclization reaction path

TS CON DIS CT
Excitedb Eo¼ 0.4c Eo¼ 2.6 Eo¼ 1.8

CONz 65 9 26
DISz 29 16 55
CTz 8 24 68

Notes: aThe numbers are the percentages that follow the specific reaction paths.
bTrajectories are samples at the TS from a 695K Boltzmann distribution.
cThe barrier for cyclization, in kcal/mol, with respect to the trimethylene potential
energy minimum.
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single set of 180� rotations and cyclize immediately with an average lifetime of 130 fs. It
seems appropriate to call them ‘concerted’. On the other hand, the 430 fs average lifetime
for the products formed by an overall single methylene rotation, accommodates multiple
rotations and is more typical of an intermediate. Finally, the k12/k1 ratio of 2.9–3.5
determined from the trajectories lies between the experimental values of 1.0� 0.2 [120] and
5–50 [119], and is similar to the value of 4.7 reported by Hrovat et al. [127] from a
trajectory simulation on an analytic PES. Their trajectory study also exhibits substantial
non-statistical dynamics for trimethylene.

From the discussion given above, in Section 2.3, it is expected that classical chemical
dynamics simulations will give the correct short-time intramolecular and unimolecular
dynamics for trimethylene, if an accurate PES is used. There are uncertainties in the AM1-
SRP PES used for the study reported here and the same may be the case for the PES used
by Hrovat et al. [127]. The current studies correctly identify the non-statistical, non-
RRKM dynamics for trimethylene, but the PESs may not yield quantitative properties
such as the k12/k1 rate constant ratio. The current studies also identify the difficulty in
modeling cyclopropane steromutation since the trimethylene kinetics is neither statistical
or direct. For the former RRKM theory would be applicable and for the latter one could
assume the trajectories pass directly through the trimethylene potential energy minimum
and remain on the CON, DIS, and CT reaction paths. It will be of interest to re-investigate
the trimethylene dynamics with more accurate PESs.

4.2. Central barrier dynamics for the ClZYCH3Cl SN2 nucleophilic substitution reaction

As described above, in Section 3.1, the dynamics of gas-phase SN2 nucleophilic
substitution reactions of the type given by reaction (12) are highly non-statistical. These
dynamics are present in the Cl�þCH3Cl SN2 reaction [36–46], whose reaction path
potential energy curve is depicted in Figure 3. The statistical model for the reaction
assumes the Cl�þCH3Cl reactants associate, with a rate constant given by the ion–
molecule capture model, to form a Cl� � � �CH3Cl ion–dipole complex with randomization
of its internal energy. RRKM theory may then be used to calculate the unimolecular rate
constants for dissociation of Cl� � � �CH3Cl to the Cl�þCH3Cl reactants and isomeriza-
tion to CH3Cl � � �Cl

� by crossing the central barrier. With randomization of vibrational
energy in the CH3Cl � � �Cl

� post reaction complex, its isomerization and dissociation
rate constants are also given by RRKM theory and the CH3ClþCl� product energy
partitioning given by OTS/PST theory. Since the isomerization rate constant is much
smaller than the dissociation rate constant for the ion–molecule complexes, crossing the
central barrier is rate controlling and the statistical model assumes the SN2 rate constant is
given by TST. However, the actual reaction dynamics for the Cl�þCH3Cl SN2 reaction
are non-RRKM and non-TST as illustrated below by trajectories initiated at the
[Cl � � �CH3 � � �Cl]

� central barrier, which were first studied with an analytic PES fit to HF/
6–31G* ab initio calculations [39] and more recently investigated by MP2/6–31G* [45]
direct dynamics.

TST assumes there is a Boltzmann distribution of states at the TS and one way to
investigate the dynamics of the pre- and post-reaction Cl� � � �CH3Cl complexes is to form
them by initiating the trajectories at the [Cl � � �CH3 � � �Cl]

� central barrier, in accord
with this Boltzmann distribution, and integrate the trajectories in both the forward and
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reverse direction. The average trajectory predicted by harmonic RRKM theory [39] for a

300K Boltzmann distribution at the TS, identified by ga ¼ rC�Cla � rC�Clb ¼ 0, is

illustrated in Figure 9(a). The harmonic RRKM lifetime for the Cl� � � �CH3Cl complexes
is 2 ps and the average complex has �7 Cl� � � �CH3Cl stretching vibrational periods before

it dissociates to Cl�þCH3Cl. Including anharmonicity in the RRKM calculation

increases the complexes’ lifetime to 4 ps [42], with �14 stretching vibrational periods
before dissociation.

For the central barrier dynamics investigated with the analytic PES [39], 200, 300, 1000,

and 2000K Boltzmann distributions, including ZPE, were sampled at the central barrier

TS and the trajectories were integrated for up to 20 ps in each direction. RRKM theory

predicts the fraction of Cl� � � �CH3Cl complexes that remain undissociated is exp(�t/�),
where t is the integration time and � the complexes’ RRKM lifetime. For the 300K

simulation, with t¼ 20 ps and �¼ 4 ps, only 0.6% of the trajectories are predicted to

remain undissociated. At 200K this number is larger and �3%. A striking finding from
the simulations is the small probability that the complexes dissociate to the Cl�þCH3Cl

asymptotic limits. For the 200K simulation, not one of the trajectories integrated in both

the forward and reverse directions reached one of the asymptotic limits. Of the 150

trajectories calculated for the TS’s 300K Boltzmann distribution only one trajectory
reached an asymptotic limit, and this limit was only attained for the integration in one

direction. For the integration in the other direction the trajectory remained in a

Cl� � � �CH3Cl complex. For the higher temperatures of 1000 and 2000K, where essentially
all the complexes are predicted to dissociate by RRKM theory, there is dissociation, but

a significant fraction of the trajectories remain undissociated. The conclusion from these

simulations is that the unimolecular dynamics is highly non-RRKM for the Cl� � � �CH3Cl

complexes that participate in the SN2 reaction.
Instead of dissociating, what the Cl� � � �CH3Cl complexes do is recross the central

barrier, also highly non-RRKM dynamics. For Cl� � � �CH3Cl complexes containing an

average energy concomitant with the average energy of the central barrier TS at 300K, the

RRKM rate constant to cross the central barrier is 1000 times smaller than to dissociate to
Cl�þCH3Cl. A typical trajectory is illustrated in Figure 9(b). There are multiple crossings

of the central barrier for both the forward and backward integrations, and at the end of

these 20 ps integrations the trajectory is in the same complex. The recrossing of the TS

means that TST will overestimate the SN2 rate constant, but a quantitative value for the
TST correction factor � cannot be determined from the trajectories, since many did not

reach the Cl�þCH3Cl asymptotic limits during the trajectory integrations. As discussed

above, this is particularly critical for the 200 and 300K simulations. To approximate the

number of reactions, any trajectory was counted as reactive if its backward and forward
integrations ended on different sides of the central barrier. The resulting value of �, given
by the number of reactions divided by the number of central barrier recrossings, is �0.1 for

each of the temperatures investigated. This is clearly an underestimate of �, since there
would be more barrier recrossings if the trajectories were integrated longer so that both the

forward and backward integrations terminated at the asymptotic limits.
The [Cl � � �CH3 � � �Cl]

� central barrier dynamics was also investigated using

MP2/6–31G* direct dynamics [45]. Because of the computational expense of these
trajectories, only a 300K Boltzmann distribution was investigated at the central barrier

and the trajectories were only integrated for 3 ps in both the forward and reverse
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Figure 9. (a) The average trajectory predicted by harmonic quantum RRKM theory for a T¼ 300K
Boltzmann distribution at the Cl�þCH3Cl!ClCH3þCl� central barrier. ga, given in angstroms,
is the difference between the two C–Cl bond lengths. The numbers in the circles identify the number
of inner turning poinys between Cl� and the CH3Cl moiety while the system is trapped in the ion–
dipole complex. The X identifies the position where the trajectory is initialized; (b) same as (a) but for
a representative trajectory for the T¼ 1000K Boltzmann distribution. (Reprinted with permission
from J. Chem. Phys. 96, 8275. Copyright 1992. American Institute of Physics.)
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directions, as compared to the 20 ps integrations described above. The results of these
direct dynamics trajectories are similar to those above for the analytic PES. Not one of
the direct dynamics trajectories formed the Cl�þCH3Cl products, in contradiction to the
50% dissociation, i.e. exp(�3/4), predicted by RRKM theory. Extensive recrossings of the
central barrier were found and, using the analysis described above, a value of �¼ 0.2 was
determined. That it is larger than the above value of 0.1 is consistent with the integration
of the direct dynamics trajectories for a shorter period of time.

A dynamical model for SN2 nucleophilic substitution that emerges from these
trajectory simulations and others for the Cl�þCH3Cl system [36–46] is depicted in
Figure 10 [41]. The complex formed by a collision between the reactants is an
intermolecular complex Cinter,R. To cross the central barrier, this complex has to undergo
a unimolecular transition in which energy is transferred from the intermolecular modes to
the CH3Cl intramolecular modes, which forms the intramolecular complex Cintra,R. The
Cinter,R!Cintra,R rate does not involve the crossing of a potential energy barrier, but
results from a dynamical barrier for energy transfer [39]. The intramolecular complex
accesses the central barrier region of the potential energy surface and
Cl� � � �CH3Cl!ClCH3 � � �Cl

� isomerization occurs by a Cintra,R!Cintra,P transition.
Products are formed when Cintra,P!Cinter,P occurs. Central barrier recrossings become
important, as described above for the Cl�þCH3Cl system, when the Cintra,R$Cintra,P

transitions are faster than the transitions between the intermolecular and intramolecular
complexes. This model also explains the Cl� � � �CH3Cl!Cl�þCH3Cl dissociation
kinetics for Cl� � � �CH3Cl complexes formed by Cl�þCH3Cl association [42,45].
The initial unimolecular kinetics of this complex is represented by Cinter,R with only
there active degrees of freedom [42].

This dynamical model is also applicable to Cl� � � �CH3Br!ClCH3þBr� SN2
nucleophilic substitution. As discussed above, in Section 3.1, simulations show that
when the complex’s low-frequency intermolecular modes are excited [28], it preferentially
dissociates to Cl� � � �CH3Br. However, this becomes a negligible reaction path, and

Figure 10. Dynamical model for SN2 nucleophilic substitution. The labels R and P denote the
reactant and product sides of the central barrier, respectively [41].
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instead, Cl� � � �CH3Br!ClCH3 � � �Br
� isomerization becomes important when the

CH3Br intramolecular modes are excited. Energy transfer between intermolecular and
intramolecular modes is also inefficient for the ClCH3 � � �Br

� complex, which does not
immediately dissociate to ClCH3þBr� as predicted by RRKM theory but remains
trapped for some time in the intramolecular complex formed by Cl� � � �CH3Br!
ClCH3 � � �Br

� isomerization. Cl� � � �CH3Br!ClCH3 � � �Br
� central barrier recrossings

are also important [28], contrary to the prediction of RRKM theory. The preferential
dissociation, of the Cintra,R complex to Cintra,P for the Cl�þCH3Br system, is also
observed experimentally [96].

5. Non-IRC reaction paths and avoiding deep potential energy minima

A widely used paradigm in chemical kinetics and dynamics is the intrinsic reaction
coordinate (IRC) [11], which assumes the reaction path is defined by paths of steepest
descent connecting stationary points on the PES. This motion results from setting the
velocity of each atom to zero after each infinitesimal step. The attraction of the IRC
reaction path is that it provides well-defined structures between stationary points (i.e.
transition states, potential energy minima, reactants and products) on the PES. A serious
shortcoming of the IRC for gas-phase events is that, since energy is constant, there is not a
single trajectory that actually has the motion defined by the IRC. Nevertheless the IRC
concept is widely used, forming the basis of applications of variational transition state
theory (VTST) [128], the reaction path Hamiltonian [129], and the vibrationally adiabatic
theory of chemical kinetics [130,131].

The possible presence of non-IRC dynamics in chemical kinetics has been known for
some time, and well-understood examples are triatomic AþBC!ABþC reactions with
an early TS and substantial exit-channel potential energy release in moving from the TS
to products [132]. The initial transfer of the exit-channel potential energy to reaction
coordinate translation propels the reactive system off the IRC, forming vibrationally
excited AB product molecules. If the motion had remained on the IRC, with vibrational
adiabaticity in moving from the TS to products [130,131], the exit-channel potential energy
release would be to product relative translation instead of AB vibration.

IRCs are widely used to describe atomic-level mechanisms for complex, many-atom
chemical reactions and only recently has it been recognized that the post-transition state
dynamics for these reactions may not follow their IRCs and, instead, may follow
dynamical pathways. Non-IRC dynamics were observed in chemical dynamics simulations
for cyclopropyl radical ring opening [5], the OH�þCH3F!CH3OHþF� SN2 reaction
[47], the base-mediated decomposition reaction F�þCH3OOH [48], 1,2,6-heptatriene
rearrangement [133], and the heterolysis rearrangement of protonated pinacolyl alcohol
[134]. In recent experiments and chemical dynamics simulation, non-IRC dynamics has
been identified for H2CO and CH3CHO dissociation via the C–H bond rupture channel
[135–137]. The dissociating H-atom crosses a ridge on the PES and ‘falls’ into the highly
exothermic elimination dissociation channel forming H2 from H2CO and CH4 from
CH3CHO. Non-IRC dynamics for such a ‘roaming H-atom’ mechanism was also observed
in earlier studies of H-atom transfer [138,139]. It is noteworthy that non-IRC dynamics
has also been identified and explained for the HþHBr!H2þBr and O(3P)þCH3!

H2þHþCO reactions [140,141]. Non-IRC and non-TS dynamics are prevalent in
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high-energy collisions, where the reactive system traverses regions of the PES far above
potential minima, IRCs, and TSs [142,143].

Here the non-IRC dynamics found in chemical dynamics simulations of the
OH�þCH3F and F�þCH3OOH reactions are reviewed. These are particularly
interesting reactions, since the non-IRC dynamical pathways avoid deep potential
energy minima which are connected to the rate-controlling TS via the IRC. This potential
energy minimum for the F�þCH3OOH reaction is connected to the most exothermic
reaction products. The actual dynamics do not form these products, contrary to the IRC
prediction.

5.1. [HO � � �CH3 � � �F]
Z
!CH3OHYFZ

A direct dynamics simulation at the MP2/6–31þG* level of theory was used to study
the [HO � � �CH3 � � �F]

�
!CH3OHþF� post-transition state dynamics for the HO�þ

CH3F!CH3OHþF� reaction [47]. The MP2/6–31þG* level of theory provides
stationary point energies and structures in good agreement with those obtained with the
CCSD(T) theory and large basis sets, including aug-cc-pVTZ. The inclusion of diffuse
functions in the basis set is critical for these ab initio calculations. The MP2/6–31þG*
classical potential energy changes, in moving from the [HO � � �CH3 � � �F]

� central
barrier TS to the HOCH3 � � �F

� intermediate and CH3OHþF� products, are 48.5 and
19.9 kcal/mol, respectively. The CCSD(T)/aug-cc-pVTZ values for these energies are 46.9
and 16.6 kcal/mol.

The complete IRC, connecting the central barrier to the reactant and product
asymptotic limits, was calculated at the MP2/6–31þG* level of theory. Energies and
geometries along the IRC are shown in Figure 11. The initial IRC, from the central barrier
toward products, involves F� dissociation along an approximate O–C–F collinear axis as

Figure 11. [Colour online] Potential energy along the intrinsic reaction coordinate (IRC) for
OH�þCH3F!CH3OHþF�; s is the distance along the IRC. This figure shows the structures at
the potential energy minima and at the saddle point barrier [47].
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for a traditional SN2 reaction, i.e. reaction (13). At s of about 5 atomic mass units
(amu1/2)-Bohr, the IRC enters a flat region, apparently a remnant of a back-side potential
energy minimum, and then starts its descent into the CH3OH � � �F� minimum. Thus, the
IRC/RRKM mechanism is an indirect process with the system temporarily trapped in the
CH3OH � � �F� minimum.

The direct dynamics trajectories were initiated at the central barrier, with conditions
chosen from a 300K Boltzmann distribution for each of the TS’s degrees of freedom,
including reaction coordinate translation. Quasiclassical sampling, which includes
zero-point energy, was used to choose initial conditions for the trajectories. A trajectory
was terminated after 3 ps of motion or when the F� and CH3OH product separation
exceeded 17 Å.

The trajectories discovered that the system’s dynamics, as it moves from the
[HO � � �CH3 � � �F]

� central barrier structure to the CH3OHþF� products, differs greatly
from the IRC/RRKMmechanism. The trajectories have two reaction pathways, one direct
and the other indirect, and they are depicted in Figure 12. Neither one is the pathway
predicted by the IRC in Figure 11. The vast majority, �90%, follow a direct reaction
pathway with departure of the F� ion approximately along the O–C � � �F� collinear axis.
The remaining small fraction of trajectories initially follow the direct pathway, but do not
have sufficient CH3OHþF� relative translational energy to dissociate and are drawn into
the CH3OOH � � �F� minimum and form the IRC/RRKM intermediate.

The origin of the preference for the direct reaction path is seen in Figure 13, in which
potential energy is plotted versus the C � � �F� distance and O–C � � �F� angle. The release
of potential energy to the asymmetric O–C � � �F� reaction coordinate’s stretch motion, as
the system moves off the central barrier, tends to propel F� from CH3OH, with the
O–C � � �F� angle maintained at nearly 180�. The PES is rather flat for bending the
O–C � � �F� angle; there is only a very weak force to pull the reactive system from the direct
dissociation reaction path into the CH3OH � � �F� potential energy well, with an
O–C � � �F� angle of 102.8�. As the system moves off the central barrier, it tends to
move directly to products without forming an intermediate trapped in the CH3OH � � �F�

potential energy well.

5.2. FZYCH3OOH

In recent experiments, Kato and coworkers studied the 300K kinetics of the base-mediated
decomposition reaction F�þCH3OOH [144]. Much to their surprise, the reaction did not
yield the most exothermic products HFþCH2(OH)O� and products predicted by the
IRC. Instead, they proposed the much higher energy non-IRC products
HFþCH2OþOH� were formed. The potential energy diagram of the F�þCH3OOH
reaction, calculated at the B3LYP/6–311G** level of theory [48] is shown in Figure 14.
The F� anion can attack either the H-atom of the OH-group or H-atom of the CH3-group.
The IRC for the latter first leads to a shallow minimum for the F� � � �CH3OOH complex,
then TS1 and the deep minimum of the CH2(OH)2 � � �F

� complex. Both the associations
CH2(OH)2þF� and CH2(OH)O�þHF are purely attractive, and lead to this deep
minimum. F� attack of the OH� group forms the CH3OOH � � �F� complex, which can
either dissociate to the HFþCH3OO� products or isomerize via the low energy TS2 to the
F� � � �CH3OOH complex. The experimental proposal is quite intriguing, since the IRC
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products following TS1 have a much greater exothermicity than do the
HFþCH2OþOH� products.

The experiments utilized a tandem flowing afterglow-selected ion flow tube (FA-SIFT)
mass spectrometer [144]. The measured rate constant is k¼ 1.23� 10�9 cm3/molecule�s,
and the major primary product is OH�. A numerical analysis of the experimental data,
suggests that the reaction of F� with CH3OOH proceeds mainly via the formation of OH�

(�85%) with an upper bound for direct proton transfer to form CH3OO� estimated to be
approximately 10% [18].

An ECO2 mechanism was proposed for OH� formation from the experimental results
[18]. In this mechanism deprotonation from the �-carbon, by the attacking anion, leads to
carbon–oxygen double bond formation with concerted elimination of the anionic leaving
group. For the F�þCH3OOH reaction, the products of the ECO2 mechanism are
HFþCH2OþOH� Supporting evidence for the ECO2 mechanism comes from studying
the kinetics of the reverse reaction, CH3OO�þHF. Measurements with the FA-SIFT

Figure 12. The two pathways for motion from the [HO � � �CH3 � � �F]
� central barrier to the

CH3OHþF� reaction products. Most of the trajectories follow the direct dissociation path. A small
amount, roughly 10 percent, form the CH3OH � � �F� hydrogen-bonded intermediate and follow an
indirect path [47].
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technique gives a rate constant of k¼ 2.43� 10�9 cm3/molecule�s and identifies, with 81%

yield, OH� as the primary reaction product. The proposal, based in part on ab initio

calculations (Figure 14), is that the reactants form the F� � � �CH3OOH complex which

then dissociates via the ECO2 mechanism to form HFþCH2OþOH�.
To provide an atomic-level understanding of the non-IRC dynamics observed in the

experiments a direct dynamics simulation was performed of the F�þCH3OOH reaction

[48]. In order to study the dynamics for the two pathways in which F� attacks the H-atoms

Figure 14. Energy diagram for the F�þCH3OOH reaction at the B3LYP/6–311þG(d,p) level of
theory. The energies shown are in kcal/mol and are relative to the F�þCH3OOH reactant channel.
Zero-point energies are not included. (Reprinted with permission from J. Am. Chem. Soc. 129, 9976.
Copyright 2007. American Chemical Society.)

Figure 13. Potential energy contour diagram for [HO � � �CH3 � � �F]
� fragmentation as a function of

the C–F distance and the O–C � � �F angle. The remaining coordinates are optimized at each point on
the PES [47].
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of the OH- and CH3-groups, the trajectories were initiated for the F�þCH3OOH
reactants with appropriate random initial conditions to model the 300K experiments.
With this sampling, reaction cross-sections and rate constant may be determined from the
trajectories. Energies for stationary points on the PES (Figure 14) were calculated at
various levels of electronic structure theory. B3LYP/6–311þG** energies only varied
from 0.2 to 3.2 kcal/mol from those of the higher level CBS-QB3 theory. This B3LYP
theory is computationally feasible and was used for the simulations.

The trajectories were integrated for 4 ps and the percentages of trajectories for the
product channels are listed in Table 7. It is seen that 23% formed HFþCH2OþOH� the
major product reaction channel observed in the experiment [144], 48% became trapped in
the CH3OOH � � �F� potential energy well and formed a reaction intermediate that lasted
up to the 4 ps of the trajectory integration, 1.5% formed the HFþCH3OO� reaction
products, and the remaining trajectories went back to the reactants. None of the
trajectories formed the IRC complex. The large fraction of trajectories trapped in the
CH3OOH � � �F� potential energy well arises from the high-energy barriers between this
complex and the HFþCH3OO� products and the F� � � �CH3OOH complex. The long
lifetime for CH3OOH � � �F� is consistent with RRKM theory. That none of the
trajectories followed the IRC is consistent with the experimental study [144]. The IRC
complex and its dissociation products comprise, at most, only 2% of the total experimental
product yield. The trajectory total reaction rate constant for F�þCH3OOH is
(1.70� 0.7)� 10�9 cm3/molecule�s and in quite good agreement with the experimental
value 1.23� 10�9 cm3/molecule�s.

Some of HFþCH2OþOH� products were formed by trajectories that first formed the
CH3OOH � � �F� complex and then formed the products by passing both TS2 and TS1.
The PES suggests that the HFþCH3OO� product channel should proceed via the
CH3OOH � � �F� complex, and since the barrier for this complex to dissociate to
HFþCH3OO� is 16.4 kcal/mol (see Figure 14) higher than that to dissociate
to HFþCH2OþOH� it is surprising that the same number of trajectories formed that
HFþCH3OO� products as first formed CH3OOH � � �F� and then dissociated to
HFþCH2OþOH�. However, visualization of the proton-transfer trajectories to
form HFþCH3OO� shows that they are direct type events and not mediated by a
complex with randomization of its energy.

If the CH3OOH � � �F� complexes remaining, when the trajectories are terminated at
4 ps, are assumed to dissociate statistically as predicted by RRKM, nearly all will form the
HFþCH2OþOH� products since the barrier is 16.4 kcal/mol lower for this channel as

Table 7. Products for F�þCH3OOH direct dynamics.a

Product Percentage

HFþCH3OO� 1.5
CH3OOH � � �F� 48.5
HFþCH2OþOH� 22.5
CH2(OH)2 � � �F

� 0.0
F�þCH3OOH 27.5

aThe trajectories were integrated for 4 ps at the B3LYP/
6–311þG(d,p) level of theory.
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compared to the HFþCH3OO� channel. With this assumption, the branching between
the HFþCH2OþOH� and HFþCH3OO� product channels is predicted to be
0.98� 0.01 and 0.02� 0.01, fractions in qualitative agreement with the experimental
results. The experimental estimates of approximately 85% and 10% for these two channels
are based on a difficult numerical analysis. The trajectory estimate of only �2% branching
to the HFþCH3OO� products is not inconsistent with the experiments.

Energies and geometries for the IRC(s) connecting TS1 with the CH2(OH)2 � � �F
�

potential energy minimum are shown in Figure 15. The initial IRC involves H–F and
O–H bond formation after rupture of the H–C and O–O bonds to form a tight
HF � � �CH2O � � �HO� complex. For s between 2 and 5 amu1/2 Bohr, the IRC has a region
with a less negative slope that involves OH� motion away from CH2O and rotation of this
latter fragment. This rotation allows the migration of OH� and HF toward the carbon and
oxygen atoms of CH2O, respectively, and a significant energy decrease. At s of about
10 amu1/2 Bohr, the IRC shows a complete relocation of the OH� and HF fragments to
form HO � � �CH2O

�
� � �HF followed by the formation of HOCH2O

�
� � �HF and,

subsequently, HOCH2OH � � �F� At this point, the IRC enters an extremely shallow
region in which the H � � �F end of the HOCH2OH � � �F� moiety slowly rotates toward OH
to finally form the CH2(OH)2 � � �F

� complex, which as illustrated in Figure 14 may
dissociate to HFþCH2(OH)O� or CH2(OH)2þF�.

The vast majority of the trajectories that formed HFþCH2OþOH� followed the
pathway depicted in Figure 16. The observation of this pathway provides theoretical
evidence for the mechanism proposed by Kato and coworkers [144] for base-mediated
heterolytic decomposition of small alkyl hydroperoxides. Figure 16 clearly shows the
association of the anion with an �-hydrogen (Figure 16b), crossing of the TS1 barrier
(Figure 16c), and rupture of the C–H and O–O bonds (Figure 16d) to form formaldehyde,
OH� and HF (Figure 16e).

Comparison with the IRC, described above, shows the trajectories that form
HFþCH2OþOH� initially follow the IRC path up to s� 5 amu1/2 Bohr. The dynamics

Figure 15. [Colour online] Potential energy along the IRC connecting the transition state TS1 and
CH2(OH)2 � � �F

� potential energy minimum. s is the distance along the IRC. (Reprinted with
permission from J. Am. Chem. Soc. 129, 9976. Copyright 2007. American Chemical Society.)
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of the trajectories show rupture of the H–C and O–O bonds after crossing the TS1 region,
formation of a tight HF � � �CH2O � � �HO� complex, and rotation of the CH2O fragment.
However, the dynamics leads to the separation of OH� and HF from CH2O instead of
allowing formation of the HF � � �CH2O � � �HO� IRC structure. The trajectories cease
to follow the IRC when the slope of potential energy versus s becomes more negative at
s� 5 amu1/2 Bohr.

A two-dimensional contour diagram of the post-transition state potential energy
surface, following motion from TS1, is illustrated in Figure 17. Q1 represents the concerted
movement of HF and OH� away from CH2O, and Q2 represents the inplane rotation
motion of CH2O. Also depicted in Figure 17 is the IRC and the motion for a

Figure 16. [Colour online] Representative trajectory showing the reaction pathway from the
reactants to the major product channel HFþCH2OþOH� at (a) 990 fs, (b) 1086 fs, (c) 1108 fs, (d)
1116 fs, and (e) 1290 fs. (Reprinted with permission from J. Am. Chem. Soc. 129, 9976. Copyright
2007. American Chemical Society.)
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representative trajectory. The trajectory ‘skirts’ the deep potential energy minimum of the

CH2(OH)2 � � �F
� IRC complex and has non-IRC dynamics reminiscent of those for the

OH�þCH3F!CH3OHþF� reaction [47].

5.3. Non-IRC post-transition dynamics and time-scales

The above simulations illustrate that the evaluation of PES features such as well depths,

barrier heights, and intrinsic reaction coordinates may be insufficient for determining

atomic-level mechanisms for chemical reactions. Instead, it is often necessary to study the

actual motion of the atoms on a reactive system’s PES. The efficiency of the reactive

system to follow the IRC and form reaction intermediates in deep potential energy minima

is intimately linked to the hierarchy of time-scales for intramolecular motions and

structural transitions on the PES. Inefficient formation of the CH3OH � � �F� reaction

intermediate arises from rapid separation of the CH3OHþF� products in comparison to

the longer time-scale for C–O � � �F� bending to form the intermediate.
Following the F� � � �CH3OOH attractive interaction for the F�þCH3OOH reaction,

the trajectories initially follow the IRC but then leave the IRC forming HFþCH2Oþ

OH� instead of going to the CH2(OH)2 � � �F
� deep potential minimum at the bottom of

the IRC. The initial motion along the IRC involves rupture of the H–C and O–O bonds

forming HF and OH� weakly attached to CH2O. The ensuing IRC motion is slow rotation

of CH2O leading to the potential motion. However, this slow rotation cannot compete

with the rapid HF and OH� separations and the IRC is not followed.

Figure 17. A two-dimensional contour diagram of the post-transition state potential energy surface
for TS1. Q1¼�r1þ�r2, where r1 is the FH–C bond length and r2 is the O–OH bond length.
Q2¼��1þ��2, where �1 is the O–C–O angle and �2 is the H–O–C angle; i.e. H is the hydrogen
abstracted by F� and O is the oxygen attached to carbon. Q1 represents the concerted motion of HF
and OH� away from CH2O and Q2 represents rotation of CH2O. The remaining coordinates were
optimized for each Q1, Q2 point. Depicted on this contour diagram is the IRC (red line) and a
representative trajectory (black line). (Reprinted with permission from J. Am. Chem. Soc. 129, 9976.
Copyright 2007. American Chemical Society.)
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Such a hierarchy of time-scales, as found here for the OH�þCH3F and

F�þCH3OOH reactions, has been observed in previous work, where the structural

changes of a solvent cage are too slow to allow a reactive system to follow its IRC and

access its deep potential energy minimum [145]. A hierarchy of time-scales and inefficient

access of deep potential energy minima may be important in enzyme catalysis, where

motions associated with the reaction centre may be much faster than those associated with

conformational changes and other multiatom motions of the enzyme [146].
The concept that a chemical reaction follows its IRC in moving off a high-energy TS

is related to the concept of intramolecular vibrational energy distribution (IVR) [14,15].

To remain on the multi-dimensional IRC, the reaction coordinate translational energy that

is acquired by the post-TS potential energy release must be transferred to the reactive

system’s remaining degrees of freedom. This is expected to become more efficient as the

size of the reactive system increases, but there is no certainty this is the case. For the

OH�þCH3F post-TS dynamics, there is very weak coupling between CH3OHþF�

relative translation and O–C � � �F� bending and other vibrational degrees of freedom, and

the reactive system leaves the IRC. For the F�þCH3OOH reaction, it is the weak

coupling between the HF and OH� translational motions and other motions, such as the

CH2O rotation, which lead to the non-IRC dynamics.

6. Conclusion

The simulations described above illustrate the detailed information that may be obtained

concerning post-transition dynamics of chemical reactions from classical chemical

dynamics simulations. If systems are chosen to study for which classical mechanics is

applicable and initial conditions are chosen correctly for the trajectories, accurate results

are obtained which may be compared with experiment. The simulations provide an

atomic-level understanding of the post-transition dynamics and interpretations of the

experimental studies. An important finding from the simulations is the often inadequacy of

widely used models, such as the intrinsic reaction coordinate and statistical theories, for

describing post-transition state dynamics.
The use of direct dynamics simulations allows one to investigate the post-transition

state dynamics for a broad-range of chemical systems, and test the predictions of different

electronic structure theories and basis sets. As more software packages like VENUS/

NWChem [74–76] become available, more simulations like those discussed here will be

performed.
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